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Abstract

In weighted congestion games, players’ weights and resource functions are predefined.
This way, they can be applied for modeling traffic intensity, exploring market competition,
and analyzing other problems with a congestion effect. In some normal-form games how-
ever, players’ weights and resource functions are not defined explicitly and players may
be unaware of their existence. This article finds the necessary and sufficient conditions
for representing a normal-form game as a weighted congestion game. Axioms are formu-
lated that guarantee there exist positive weights of players and positive-definite resource
functions. It is proved that a normal-form game satisfies the axioms of Positivity and the
Independence of Irrelevant Choices (Konishi et al., 1997) if and only if it is a singleton
weighted congestion game. This result indicates that the payoff functions of players in he-
donic games are represented in the form of a weighted congestion game. It is demonstrated
that a normal-form game satisfies the axioms of Non-Negativity, Transfer, Resource Mar-
ginal Contribution, and the Independence of Irrelevant Choices if and only if it is a full
weighted congestion game with player-independent resource functions.

Keywords: weighted congestion games, representation theorem, axiomatization

1. Introduction

1.1 Motivation questions

A weighted congestion game (Milchtaich, 1996) is a model of a game-theoretic process in which
players exert positive or negative externalities on each other when choosing the same resources.
Each player has a weight and the payoff from the chosen resource depends on the sum of
weights of the players who have chosen it. If the resource payoff functions are monotonically
decreasing, then a negative externalities effect is generated. The payoff of a player in a weighted
congestion game is written in the additive form with each summand corresponding to the chosen
resource. There are some game classes that broaden the perception of weighted congestion
games (Mavronicolas et al., 2007; Milchtaich, 2009). Weighted congestion games model the
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processes of traffic flow distribution or manufacturing under competition (see Examples 1 and
2 in (Rosenthal, 1973)). The paper (Milchtaich, 2009) demonstrated the application of weighted
congestion games in job balancing, M/M/1 queuing, and habitat selection.

The axiomatization of weighted congestion games is motivated by the following:

1. Modeling game-theoretic processes. Suppose some game-theoretic process possesses the
Independence property. This property implies that the players do not influence each other
if they choose different strategies. Weighted congestion games are known to possess this
property. Is the Independence property alone sufficient for the game-theoretic process
to be modeled by a weighted congestion game? Is it necessary to check for some other
properties of the game-theoretic process in order to model it by a weighted congestion
game? Characterization theorems contain answers to such questions.

2. Choosing the congestion model. Suppose there is a road network and we are interested
in the road occupancy rate. Congestion games, weighted congestion games, weighted
congestion games with player-specific payoff functions, and other games model this situ-
ation. In congestion games, each player has a unit weight and there exists a pure Nash
equilibrium. In weighted congestion games however, players’ weights differ and a pure
equilibrium does not necessarily exist. How does one decide which game to use as a model
for the game-theoretic process? How can one compose the resource functions and select
players’ weights? Knowing the axioms of the game, it suffices to check that they are
satisfied in an applied problem to identify the suitable model.

3. Transfer to a model with independent parameters. In weighted congestion games, each
player is associated with a certain weight and each resource with a payoff function. Play-
ers’ weights are mutually independent and the payoff from one resource does not depend
on the payoff from another. The independence of players’ weights and resource functions
is key to answering many questions. We can instantly say that the player with greater
weight will have the greatest impact on payoffs from their chosen resource. In normal-
form games however, players’ weights and resource functions may not be explicitly set or
may not exist. Players’ payoff functions may also contain dependent parameters. Can
we represent a game with dependent parameters as a weighted congestion game with in-
dependent parameters? The characterization of weighted congestion games provides the
answer to this question as well.

If for some game-theoretic process the players’ weights and resource functions are predefined,
then we can apply the results of weighted congestion games to explore our question of interest.
We can analyze whether an equilibrium exists, estimate the price of anarchy, rank players by
weight, etc. In practice however, players’ weights and resource functions may not be predefined.
In a game-theoretic process, we know only the players, their strategies, and the payoffs for each
strategy profile. The researcher or players may be unaware that the weights and resource
functions exist. This article determines the conditions under which a normal-form game has
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players’ weights and resource functions such that this game can be represented as a weighted
congestion game.

1.2 Results

We characterize symmetric weighted congestion games (WCGs) in the cases where each player’s
strategy is to choose a single resource or to choose any subset of the set of resources. The game
will be called a singleton in the former case and a full game in the latter case. We also
characterize some games representing particular cases of WCGs. The results are given in Table
1. It shows how the characterization of WCGs changes as the resource functions are simplified
and the number of players and resources decreases.

A characterization of singleton WCGs is given in Theorem 1. It shows that a normal-form
game, Γ, from the given set of games satisfies the axioms of Positivity (P) and Independence
of Irrelevant Choices (IIC) iff Γ is a singleton WCG. The axiom (P) implies the positivity of
the payoff functions of players in the game Γ. The axiom (IIC) states the mutual independence
of the payoffs of the players who employ different strategies. The axiom (IIC) was introduced
in (Konishi et al., 1997a) in investigating whether a strong equilibrium exists in some game
classes. The axioms (P) and (IIC) guarantee there exist positive weights and positive-definite
resource functions such that the payoff functions of players in the game Γ can be represented
as payoff functions of a WCG.

A normal-form game Γ from the given set of games is a full WCG iff Γ satisfies one of the
axioms:

• Non-Negativity (NN), Resource Additivity (RA) (Theorem 2);

• Non-Negativity (NN), Transfer (T), Independence of Irrelevant Choice (IIC) (Theorem 3).

Theorems on the characterization of full WCGs are based on interrelations between the
axioms set forth in Lemma 4.

The axiom (NN) states that a player’s payoff is zero if the player has not chosen any resource.
Otherwise, the player’s payoff is positive. The (RA) axiom reflects the main property of WCGs,
i.e., the player’s payoff is additive when the strategy profile is decomposed into independent
profiles. The axiom (T) allows the calculation of the payoff of each player when their chosen
resources are combined or intersect. The meaning of the axioms is described in more detail
below.

The WCG with player-independent resource functions (WCGI) is a WCG where the resource
functions do not depend on the players. A characterization of singleton WCGIs is given in
Theorem 4. We demonstrate that a game Γ from the given game set satisfies the axioms (P),
(S), and (IIC) iff Γ is a WCGI. The axiom (S) implies that if players choose the same strategies,
they get equal payoffs.

A characterization of singleton WCGIs with an extended set of strategies is given in The-
orem 5. For an extended set of strategies, a player is allowed not to choose any resource.
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Table 1: The characterization of games in the cases where each player’s strategy is to choose a
single resource (S = M) and an arbitrary subset in the set of resources (S = 2M).

The game The set of
strategies

Conditions
for |M |, |N | Axioms

WCG

M
|N | = 1 or 1 ≤ |M | ≤ 2 (P)

|N | ≥ 2, |M | ≥ 3 (P), (IIC)

2M
|N | = 1 or |M | = 1 (NN)

|N | ≥ 2, |M | ≥ 2
(NN), (RA)
(NN), (T), (IIC)

WCGI

M
|N | = 1, |M | ≥ 1 (P)

|N | ≥ 2, 1 ≤ |M | ≤ 2 (P), (S)
|N | ≥ 2, |M | ≥ 3 (P), (S), (IIC)

2M

|N | = 1, |M | = 1 (NN)
|N | = 1, |M | ≥ 2 (NN), (RA)
|N | ≥ 2, |M | = 1 (NN), (S)

|N | ≥ 2, |M | ≥ 2

(NN), (RA), (S)
(NN), (RA), (RMC)
(NN), (T), (S), (IIC)
(NN), (T), (RMC), (IIC)

WCGC

M

|N | = 1 or |M | = 1 (P)
|N | = 2, |M | = 2 (P), (PM)
|N | ≥ 3, |M | = 2 (P), (PM), (PS)
|N | ≥ 2, |M | ≥ 3 (P), (PM), (PS), (IIC)

2M

|N | = 1, |M | = 1 (NN)
|N | = 1, |M | ≥ 2 (NN), (RA)
|N | ≥ 2, |M | = 1 (NN), (PS)

|N | ≥ 2, |M | ≥ 2
(NN), (RA), (PS), (PM)
(NN), (T), (PS), (PM), (IIC)

We demonstrate that a game Γ from the given game set satisfies the axioms (NN), Resource
Marginal Contribution (RMC) and (IIC) iff Γ is a WCGI. The axiom (RMC) implies that the
chosen resources generate equal contributions for players.

A normal-form game Γ from the given set of games is a full WCGI iff Γ satisfies one of the
above axiom sets:

• Non-Negativity (NN), Resource Additivity (RA), Symmetry (S) (Theorem 6);

• Non-Negativity (NN), Transfer (T), Symmetry (S), Independence of Irrelevant Choice
(IIC) (Theorem 7);

• Non-Negativity (NN), Resource Additivity (RA), Resourse Marginal Contribution (RMC)
(Theorem 8);

• Non-Negativity (NN), Transfer (T), Resourse Marginal Contribution (RMC), Independ-
ence of Irrelevant Choice (IIC) (Theorem 9).
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A characterization of singleton and full weighted congestion games with player constants
(WCGCs) is given in Theorems 10–12. Axioms are introduced to describe how players’ payoffs
are related to payoffs dependent of maximal congestion profiles. A strategy profile is called a
maximal congestion profile if every player has chosen the same strategy.

2. Literature review

Subsection 2.1 explains how our study differs from the papers that explore the isomorphism of
normal-form games. Subsection 2.2 shows how our study is related to other works.

2.1 Isomorphism theorem and characterization theorem

The definition of isomorphic games is introduced in (Monderer & Shapley, 1996). The game
definition and its components is given in Section 3. The games Γ1 = (N, {Si}i∈N , {ui}i∈N) and
Γ2 = (N, {Xi}i∈N , {hi}i∈N) are isomorphic if there exist bijections gi : Si → Xi ∀i ∈ N, such
that for every i ∈ N and ∀(s1, s2, ..., sn) ∈

∏
j∈N Sj we have

ui(s1, s2, ..., sn) = hi(g1(s1), g2(s2), ..., gn(sn)).

It is proved in (Monderer & Shapley, 1996) that any potential game is isomorphic to con-
gestion games. This result was strengthened in (Monderer, 2007) by proving the isomorphism
of any strategic game and the q-congestion game for a given q. It was also demonstrated that
a q-congestion game is isomorphic to a network game.

It is proved in (Bilò, 2007) that the class of normal-form games coincides with the class of
congestion games with player-specific payoffs.

It is demonstrated in (Milchtaich, 2013) that any finite normal-form game is isomorphic to
some weighted game on a graph. This result was used in (Milchtaich, 2021) to describe the
topological properties of WCGs.

The results on the isomorphism of normal-form games and WCGs imply that the strategy
sets in the original and isomorphic games may be different. In contrast to the papers mentioned
above, we do not change the set of player strategies. We characterize the axioms that guarantee
that a normal-form game can be represented as a WCG. This implies the existence of player
weights and resource functions such that the player’s payoff in a given finite game can be
represented as a WCG. Each result is formulated as a characterization theorem (Thomson,
2001).

2.2 Relationship with other studies

The article (Milchtaich, 1996) introduces (unweighted) congestion games in which the player
strategy sets are identical and the payoff of the player i is ui(σ1, σ2, ..., σn) = Siσi

(nσi
) , where nσi

is the number of players who have chosen the strategy σi from the profile (σ1, σ2, ..., σn), Siσi
is

the utility function of the player i when choosing the strategy σi. The weighted congestion game
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was introduced in Section 8 of (Milchtaich, 1996) through generalization of the (unweighted)
congestion game. The assumption is that the player i has a weight βi and the utility function
argument depends on the sum of weights of the players who have chosen the same strategy as

the player i. The utility of the player i when employing the strategy σi is Siσi

( ∑
j:σj=σi

wj

)
.

As opposed to (Milchtaich, 1996), we are interested in the characterization of WCGs. We
also consider the cases where the player’s strategy is not a singleton set. Be warned that the
notations here and in (Milchtaich, 1996) are different.

(Konishi et al., 1997a) introduced the axiom (IIC) and demonstrated that the axioms (IIC),
Anonymity, and Partial Rivalry guarantee the existence of a strong Nash equilibrium in pure
strategies in some games. In our study, the axiom (IIC) plays an important role in the charac-
terization of WCGs.

There is a subtle connection between congestion games and the Shapley value, which permits
the use of classical cooperative game theory methods for the characterization of WCGs. On the
one hand, potential games are isomorphic to congestion games (Theorem 3.2. from (Monderer
& Shapley, 1996)). On the other hand, players’ payoff functions in a potential game can be
represented as the Shapley value (Theorem 2 from (Ui, 2000)) of a cooperative game. Our
characterization of WCGs uses, for example, the property of strategy profile decomposition,
which is equivalent to the basis set expansion of a function in cooperative theory. A fairly
wide range of axioms for the characterization of values for cooperative games with a coalition
structure is presented in (Gómez-Rúa & Vidal-Puga, 2010).

Although there is a connection between congestion games and the Shapley value, the char-
acterization of WCGs is notably different from the axioms of cooperative game values. For
normal-form games we prove the existence of weights and resource functions, whereas in the
cooperative game theory proof is in most cases concerned with the existence of weights only
(Kalai & Samet, 1987). Furthermore, the characteristic functions of cooperative games are
set in advance. In some cases, players’ weights are predefined and involved in axiom (see, for
example, axioms A4, Â3 from (Nowak & Radzik, 1995)). In this article, players’ weights and
resource functions are not used in axioms.

The papers (Hollard, 2000; Konishi et al., 1997a, 1997b) introduce axioms for normal-form
games. The axioms are similar to the properties of weighted games that provide sufficient
conditions for the existence of an equilibrium. The axioms in our work are also formulated for
normal-form games, but there are substantial differences from these papers. We do not require
the property of monotonicity of players’ payoff functions for characterization of WCGs.

3. Key notations and definitions

A normal-form game with identical player strategy sets is a three-tuple Γ = (N,S, {ui}i∈N),
where N = {1, 2, ..., n} is the set of players, S is the finite set of strategies of each player from
N, a mapping ui : S

n → R is the payoff function for the player i ∈ N.

A strategy profile s ∈ Sn is a vector s = (s1, s2, ..., sn), where si ∈ S is the strategy of the
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player i ∈ N. Seeking to isolate the strategy si of the player i in the profile s ∈ Sn, we write
s = (si, s−i), where s−i ∈ Sn−1. Similarly, the strategies of the different players i and k are
isolated by writing s = (si, sk, s−ik), where si, sk ∈ S, s−ik ∈ Sn−2.

The weighted congestion model is a tuple (N,M,S, {wi}i∈N , {cij}ij∈N×M), where N and S

have the same meaning as in the game Γ; M is a finite set of resources; wi > 0 is the weight of
the player i; the resource function cij : W → R+ is the payout function for the player i from the
resource j ∈ M, where W = {

∑
r∈K wr}K⊆N

K ̸=∅
is the set of all possible different sums of players’

weights. For example, if N = {1, 2}, w1 = 5, w2 = 6, then W = {5, 6, 11}. If w1 = 5, w2 = 5,

then W = {5, 10}.
A weighted congestion game (WCG) is a normal-form game (N,S, {ui}i∈N) in which S ⊆ 2N

and the players’ payoff functions have the form

ui(s) =
∑
j∈si

cij

 ∑
r∈Kj(s)

wr

,

where Kj(s) is the set of players who have chosen the resource j ∈ M in the profile s ∈ Sn.

A weighted congestion game with player constants (WCGC) is a WCG in which cij(w) =

αi ·cj(w) ∀(i, j) ∈ N×M ∀w ∈ W, where αi > 0 is a constant for the player i and cj : W → R+.

The payoff functions for players in a WCGC have the form

ui(s) = αi ·
∑
j∈si

cj

 ∑
r∈Kj(s)

wr

.

A weighted congestion game with player-independent resource functions (WCGI) is a WCGC
for which αi = 1 ∀i ∈ N, that is, the players’ payoff functions have the form

ui(s) =
∑
j∈si

cj

 ∑
r∈Kj(s)

wr

.

Suppose the strategy set S somehow depends on M. We use G(N,M,S) to denote a set
consisting of all possible normal-form games (N,S, {ui}i∈N). The cases of interest are where
S = M or S = 2M , called a singleton or a full game, respectively. The respective player
strategy sets are called by analogy. In the former case, the player’s strategy is to choose a
single resource from M. In the latter case, the player is free to choose an arbitrary set of
resources, and at that ∅ ∈ 2M . The strategy si = ∅ means that the player i has not selected
any resource. Theoretically, it may not be beneficial for the players not to choose any resource,
but this option is available to them in full games.
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4. Characterization of weighted congestion games

4.1 Singleton WCGs

We begin this section by formulating the axioms (P) and (IIC). This subsection finds the
necessary and sufficient conditions for the game Γ ∈ G(N,M,S) to be represented as a singleton
WCG.

Positivity (P). Let Γ ∈ G(N,M,S). For any strategy profile s ∈ Sn and for any player
i ∈ N we have

ui(s) > 0.

The payoff of each player for each profile is positive.

Independence of Irrelevant Choices (IIC). Let Γ ∈ G(N,M,S). For any two different
players i, k ∈ N, any profile s = (si, sk, s−ik) ∈ Sn, any strategy s′k ∈ S such that si ∩ sk =

∅, si ∩ s′k = ∅ we have
ui(si, sk, s−ik) = ui(si, s

′
k, s−ik).

The axiom (IIC) was introduced in (Konishi et al., 1997a) while exploring the question of
the existence of equilibrium in resource games. If the player k chooses the resources not chosen
by the player i, this will not influence the playoff of the player i.

A characterization of singleton WCGs under the constraints |N | ≥ 2 and |M | ≥ 3 is given
in Theorem 1. The rest of the cases are considered at the end of this subsection.

Theorem 1. Let |N | ≥ 2, |M | ≥ 3, S = M. The game Γ ∈ G(N,M,S) satisfies the
axioms (P) and (IIC) iff there exists an array of positive player weights {wi}i∈N and an array
of resource functions {cij}i∈N,j∈M , cij : W → R+ ∀(i, j) ∈ N ×M such that in the game Γ for
∀i ∈ N ∀s ∈ Sn we have

ui(s) = cisi

 ∑
r∈Ksi (s)

wr

.

According to Theorem 1, the game Γ can be represented as a singleton WCG iff Γ satisfies
the axioms (P) and (IIC). This set of axioms guarantees the existence of positive weights
of players and positive-definite resource functions. If only the resource function positivity is
dropped, then for the game Γ to be represented as a WCG with positive weights of players it
is necessary and sufficient to satisfy the axiom (IIC).

The proof of Theorem 1 provides an explicit representation of resource functions, and their
uniqueness is demonstrated using the axiom (IIC). What is interesting about the proof of
Theorem 1 is that the player weights are independent of the payoff functions for players of the
game Γ. The only constraint on weights apart from their positivity is that all components of
the vector

(∑
r∈K wr

)
K⊆N
K ̸=∅

must be pairwise different. Knowing the characterization of WCGs,

we can substantiate its application for modeling game-theoretic processes.
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(Dreze & Greenberg, 1980) studies the ”hedonic aspect” of coalition games, which implies
that a player’s payoff depends only on the coalition they have joined. To demonstrate the
application of Theorem 1 to hedonic games, we can move from a coalition to astrategic form of
games. This can be done simply by introducing n positions, with each player’s strategy being
to choose a position. The payoff of the player i ∈ N depends only on the players who have
chosen the same strategy as the player i. In this case, the hedonic aspect is equivalent to the
axiom (IIC). If player utilities are positive, then, according to Theorem 1, we can represent
the hedonic game as a WCG with positive weights of players and positive-definite resource
functions.

Generalizing the parameters of congestion games, we remain in the class of hedonic games.
However, it follows from Theorem 1 that when moving from unit to arbitrary weights of players,
we get a complete class of hedonic games.

The literature on WCGs contains many results on the existence and properties of equilibria,
which can be applied for studying the types of stability in hedonic games (Bogomolnaia &
Jackson, 2002). For example, (Bilò et al., 2023; Gusev et al., 2024) studied a WCG with a
weight matrix and resource functions cij(w) = wij · rj

w
∀w ∈ W, where rj is the size of the

resource j ∈ M and wij is the weight of the player i for the resource j. For some particular
cases, the existence of a pure Nash equilibrium has been proved.

Note that representation theorems can be used to prove the existence of equilibrium, for
example, see Proposition 1 from (Milchtaich, 2009).

If we have a hedonic game with a weight matrix (wij)i∈,j∈M , then by Theorem 1, we can
represent such a game as a weighted congestion game in which the player weights do not depend
on the resource.

If |N | = 1 or 1 ≤ |M | ≤ 2, the axiom (P) is necessary and sufficient for representing the
game Γ ∈ G(N,M,S) as a singleton WCG with positive-definite resource functions. Let us
consider these cases.

Let N = {1}, |M | ≥ 1. Here, the payoff of player 1 can be represented as u1(s1) = c1s1(w1),

where, for example, w1 = 1, c1j(1) = u1(j) ∀j ∈ M.

Let |N | ≥ 2,M = {a}. In this case, there exists the only strategy profile s = (a, a, ..., a) and
we can represent the payoff of each player i ∈ N as ui(s) = cia(w1 + w2 + ...+ wn), where, for
example, wi = 1, cia(n) = ui(a, a, ..., a) ∀i ∈ N.

Let |N | ≥ 2, |M | = 2. We set the values of weights and resource functions in the same way
as in the proof of Theorem 1. The axiom (IIC) is not necessary for the uniqueness of resource
functions, since the set S(K, j) defined in the proof of Theorem 1, will consist of a single profile.

4.2 Resource Additivity axiom: a characterization of full WCGs

In full WCGs, each player can choose an arbitrary set of resources from M, with an option
of not choosing any resource. We formulate the axioms (RA) and (NN). Theorem 2 gives a
characterization of full WCGs.
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Resource Additivity (RA). Let Γ ∈ G(N,M,S). For any strategy profiles s = (sk, s−k) ∈
Sn, s′ = (s′k, s

′
−k) ∈ Sn, s′′ = (s′′k, s

′′
−k) ∈ Sn, such that sk = s′k ∪ s′′k ∀k ∈ N and (∪n

k=1s
′
k) ∩

(∪n
k=1s

′′
k) = ∅, the players’ payoff functions in the game Γ satisfy the equality

ui(s) = ui(s
′) + ui(s

′′) ∀i ∈ N.

As applied to the axiom (RA), the condition (∪n
k=1s

′
k)∩ (∪n

k=1s
′′
k) = ∅ implies the independ-

ence of the profiles s′ and s′′, that is there is no player who chooses one and the same resource
in the profiles s′ and s′′. When the profile is decomposed into independent profiles, the player’s
payoff possesses the additivity property.

For example, let N = {1, 2, 3},M = {a, b, c, d, e}, S = 2M . Let us consider a game Γ ∈
G(N,M,S) for which (RA) is satisfied. Suppose s = ({a, b}, {b, c, d}, {d, e}) ∈ Sn. In that
case, we can decompose the profile s, for example, into the profiles s′ = ({a, b}, {b, c}, ∅) and
s′′ = (∅, {d}, {d, e}). Hence, players’ payoff functions in the game Γ satisfy the equality

ui({a, b}, {b, c, d}, {d, e}) = ui({a, b}, {b, c}, ∅) + ui(∅, {d}, {d, e}) ∀i ∈ N.

Continuing the decomposition process, we can get the following equality

ui({a, b}, {b, c, d}, {d, e}) = ui({a}, ∅, ∅) + ui({b}, {b}, ∅)

+ui(∅, {c}, ∅) + ui(∅, {d}, {d}) + ui(∅, ∅, {e}) ∀i ∈ N.

Each summand depends on one resource and the set of players who have chosen it. If
players are allowed to choose several resources, then the axiom (RA) is a fundamental property
for calculating players’ payoffs in a WCG.

Non-Negativity (NN). Let ∅ ∈ S and Γ ∈ G(N,M,S). For any player i ∈ N and for any
profile s = (si, s−i) ∈ Sn we have

ui(si, s−i) > 0 ⇔ si ̸= ∅ and ui(si, s−i) = 0 ⇔ si = ∅.

A player’s payoff is zero iff they have not chosen any resource. A player’s payoff is positive
if they have chosen at least one resource.

Theorem 2 provides a characterization of full WCGs under the constraints |N | ≥ 2 and
|M | ≥ 2. It is easy to show that for a normal-form game to be represented as a WCG with
positive-definite resource functions at |N | = 1 or |M | = 1 it is necessary and sufficient to satisfy
the axiom (NN). The proof of Theorem 2 builds on Lemma 1.

Theorem 2. Let |N | ≥ 2, |M | ≥ 2, S = 2M . The game Γ ∈ G(N,M,S) satisfies the axioms
(NN) and (RA) iff there exists an array of positive player weights {wi}i∈N and an array of
resource functions {cij}i∈N,j∈M , cij : W → R+ ∀(i, j) ∈ N × M such that in the game Γ for
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∀i ∈ N ∀s ∈ Sn we have

ui(s) =
∑
j∈si

cij

 ∑
r∈Kj(s)

wr


when si ̸= ∅ and ui(s) = 0 when si = ∅.

Lemma 1 shows how the payoff of players in the game Γ ∈ G(N,M,S) can be represented
if Γ satisfies the axiom (RA).

Lemma 1. Let S = 2M and Γ ∈ G(N,M,S). Then, the following two statements are true:
1. The game Γ satisfies the axiom (RA) iff for ∀i ∈ N ∀s ∈ Sn we have

ui(s) =
∑

j∈ ∪
k∈N

sk

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}).

2. If the game Γ satisfies the axioms (NN) and (RA), then for ∀i ∈ N ∀s ∈ Sn we have

ui(s) =
∑
j∈si

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j})

when si ̸= ∅ and ui(s) = 0 when si = ∅.

We can represent a normal-form game with a full set of player strategies as a full WCG iff
the game satisfies the axioms (NN) and (RA).

The characterization of singleton WCGs given in Theorem 1 depends on the axiom (IIC),
while the characterization of full WCGs in Theorem 2 does not explicitly depend on the axiom
(IIC). We can say that the axiom (RA) comprises the Additivity property as well as the (IIC)
property. In the next section, we introduce the axiom Transfer (T) and give Lemma 4 to show
the relationships between the axioms (RA), (NN), (IIC), and (T) for games with a full set of
strategies.

4.3 Transfer axiom: characterization of full WCGs without (RA)

This section introduces the axiom Transfer (T) and provides an alternative characterization of
full WCGs.

Transfer (T). Let Γ ∈ G(N,M,S). Then, for any two players i, k ∈ N and for any profiles
(sk, s−k), (s

′
k, s−k) ∈ Sn such that sk ∪ s′k, sk ∩ s′k ∈ S we have

ui(sk, s−k) + ui(s
′
k, s−k) = ui(sk ∪ s′k, s−k) + ui(sk ∩ s′k, s−k).

We can transform the equality of the axiom (T) as follows,

ui(sk ∪ s′k, s−k) = ui(sk, s−k) + ui(s
′
k, s−k)− ui(sk ∩ s′k, s−k).

In this case, the player i can calculate their utility from partitioning the player k’s resource
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by the set addition formula written for the functions. Note that in the axiom (T) the players i
and k may coincide.

If the ”=” sign in the axiom (T) equality is replaced with ”≥”, then we get the component-
wise concavity property (Shapley, 1971) of the function ui or some analog of the Monotonicity
and Marginality properties (Chun, 1989; van den Brink & Pinter, 2015; Young, 1985). Since the
WCG satisfies the equalities of the axiom (T), it would be excessive to require the satisfaction
of the inequalities. An analog of the axiom (T) is used in the cooperative game theory, for
example, for the characterization of the Shapley-Shubik index (see axiom 2 from (Dubey et al.,
2005) and axiom II from (Einy & Haimanko, 2011)).

We formulate Theorem 3 on characterization of full WCGs without the axiom (RA). The
proof of Theorem 3 is based on Theorem 2 and Lemma 4. Lemma 4 rests upon Lemmas 1-3,
with Lemmas 2 and 3 formulated after Theorem 3.

Theorem 3. Let |N | ≥ 2, |M | ≥ 2, S = 2M . The game Γ ∈ G(N,M,S) satisfies the axioms
(NN), (T) and (IIC) iff there exists an array of positive player weights {wi}i∈N and an array
of resource functions {cij}i∈N,j∈M , cij : W → R+ ∀(i, j) ∈ N ×M such that in the game Γ for
∀i ∈ N ∀s ∈ Sn we have

ui(s) =
∑
j∈si

cij

 ∑
r∈Kj(s)

wr


when si ̸= ∅ and ui(s) = 0 when si = ∅.

Proof. It is not hard to check that a game with the indicated player payoff functions satisfies
the above axioms.

Let Γ satisfy the above axioms. Then, the existence of player weights and resource functions,
as well as the representation of the payoffs of players in the game Γ as a WCG follows from
Theorem 2 and Lemma 4. As per the condition, S = 2M and Γ satisfies the axioms (NN),
(T), and (IIC). Then, according to Lemma 4, Γ satisfies the axiom (RA). Since Γ satisfies the
axioms (NN) and (RA), then Theorem 2 entails the assertion of the theorem being proved.

Next, we formulate Lemmas 2–4. Lemma 2 shows how the payoff of each player in the game
Γ can be represented if Γ satisfies the axioms (NN) and (T).

Lemma 2. Let S = 2M ,Γ ∈ G(N,M,S) and Γ satisfies the axioms (NN) and (T). Then
for ∀i ∈ N ∀s ∈ Sn we have

ui(s) =
∑
j∈si

ui({j}, s−i)

when si ̸= ∅ and ui(s) = 0 when si = ∅.

We know from the axiom (IIC) that if the strategies of the different players i and k do not
involve identical resources, the players have no influence on each other’s payoffs. In Lemma
3, we expand the property of (IIC). Suppose the player i chose the strategy {j} and j ∈ sk.
If a game with a full set of player strategies satisfies the axioms (T) and (IIC), then the
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payoff of the player i will not change if the player k uses the strategy {j}. For instance,
ui({j}, {a, b, j}, s−ik) = ui({j}, {j}, s−ik).

Lemma 3. Let S = 2M ,Γ ∈ G(N,M,S) and Γ satisfies the axioms (T) and (IIC). Then
for any different players i, k ∈ N and any profile ({j}, sk, s−ik) ∈ Sn, such that j ∈ sk we have

ui({j}, sk, s−ik) = ui({j}, {j}, s−ik).

Lemma 4 shows the relationship between the axioms (NN), (T), (IIC) and (RA) for games
with a full set of player strategies.

Lemma 4. Let S = 2M . Then we have the following property of the axioms:

(NN), (T ), (IIC) ⇒ (RA).

Theorems 2 and 3 provide a characterization of full WCGs. If a game Γ satisfies the relevant
axioms, then for each player there exist player-specific positive weights and for the resources
there exist positive-definite resource functions such that the payoff of players in the game Γ can
be represented as payoffs of players in a WCG.

5. Characterization of WCGIs

The previous section showed which conditions are necessary and sufficient for singleton and full
games to be representable as WCGs. In this section, we are interested in the characterization
of WCGIs in which the utility from the chosen resource depends only on the resource per se
and the sum of weights of the players who have chosen it.

5.1 The axioms of Symmetry and Resource Marginal Contribution

Let us begin this subsection by formulating the axioms of Symmetry (s) and Resource Marginal
Contribution (RMC) and demonstrating the relationship between them in some game classes.

Symmetry (S). Let Γ ∈ G(N,M,S). For any two different players i, k ∈ N and any profile
s = (si, sk, s−ik) ∈ Sn such that si = sk the payoff functions for the players i and k in the game
Γ satisfy the equality

ui(s) = uk(s).

If players choose identical strategies, they get identical payoffs.
In (Myerson, 1977) the axiom of Marginal Contribution for cooperative games is introduced.

We introduce an analog of this axiom for normal-form games.

Resource Marginal Contribution (RMC). Let Γ ∈ G(N,M,S). For any two different
players i, k ∈ N, and for any resource j ∈ M, for any profile s = (si, sk, s−ik) ∈ Sn such that
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j ∈ si, j ∈ sk, si \ {j} ∈ S, sk \ {j} ∈ S we have

ui(si, sk, s−ik)− ui(si \ {j}, sk, s−ik) = uk(si, sk, s−ik)− uk(si, sk \ {j}, s−ik).

If the game Γ satisfies the axiom (RMC), then each resource j ∈ M generates equal contri-
butions for the players who have chosen it.

Lemma 5. Let Γ ∈ G(N,M,S). The following statements are true:
1. Let ∅ ∈ S, {j} ∈ S and Γ satisfies the axioms (NN) and (RMC). Then for any profile

s ∈ Sn, such that si ∈ {∅, {j}}, sk = si we have

ui(s) = uk(s).

2. Let S = M ∪ {∅}. Then we have the following property of the axioms:

(NN), (RMC) ⇒ (S).

Lemma 5 is involved in the characterization of singleton and full WCGIs.
WCGs have players and resources. The axioms (S) and (RMC) describe the properties of

players’ payoffs and the properties of resources. The players who choose the same strategies get
the same payoffs. This property is most of all associated with players. Yet, we can reformulate
this property saying that a resource cannot discriminate between players’ and provides the
same utility for all the players who have chosen it. Then, the axiom (S) relates more to the
property of the resource.

According to the axiom (RMC), a resource provides equal contributions to players. This
reflects the properties of players’ payoffs and resources.

5.2 Characterization theorems

This subsection characterizes singleton and full WCGIs. A characterization of singleton WCGIs
under the constraints |N | ≥ 2 and |M | ≥ 3 is given in Theorem 4. The rest of the cases are
considered in subsection 5.3.

Theorem 4. Let |N | ≥ 2, |M | ≥ 3, S = M. The game Γ ∈ G(N,M,S) satisfies the axioms
(P), (S), and (IIC) iff there exists an array of positive player weights {wi}i∈N and an array of
resource functions {cj}j∈M , cj : W → R+ ∀j ∈ M, such that in the game Γ for ∀i ∈ N ∀s ∈ Sn

we have

ui(s) = csi

 ∑
r∈Ksi (s)

wr

.

Since WCGIs are WCGs, the characterization of singleton WCGIs contains the axioms that
characterize singleton WCGs, i.e., (P) and (IIC). It is clear from Theorem 4 that it is necessary
and sufficient to require that a WCG satisfies the axiom (S) to get a WCGI.
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Theorem 5. Let |N | ≥ 2, |M | ≥ 3, S = M ∪ {∅}. The game Γ ∈ G(N,M,S) satisfies the
axioms (P), (RMC), and (IIC) iff there exists an array of positive player weights {wi}i∈N and
an array of resource functions {cj}j∈M , cj : W → R+ ∀j ∈ M, such that in the game Γ for
∀i ∈ N ∀s ∈ Sn we have

ui(s) = csi

 ∑
r∈Ksi (s)

wr

.

when si ̸= ∅ and ui(s) = 0 when si = ∅.

Proof. It is not hard to show that a game with the specified player payoff functions satisfies
these axioms.

Let Γ satisfy the axioms (NN), (RMC), and (IIC). We will show that the player payoff
functions in the game Γ can be represented in the said form.

It follows from Theorem 4 that under |N | ≥ 2, |M | ≥ 3, S = M , the game Γ is a singleton
WSGI iff Γ satisfies the axioms (P), (S), and (IIC). The addition of an ∅ strategy has no effect
on the player weights and resource functions from the proof of Theorem 4. Then, it follows from
point 2 of Lemma 5 that the axiom (S) can be replaced with the axioms (NN) and (RMC). We
get an axiom set (P), (NN), (RMC), and (IIC) which characterizes a WCGI with the strategy
set S = M∪{∅}. It is also sufficient to have the axiom (NN) for the resource function positivity,
so we can remove the axiom (P) from the list.

Theorem 5 leads us to the following corollary. If resources in singleton WCGs generate
equal contributions for players, and players are free not to choose any resource, then the WCG
is a WCGI.

Theorems 6-9 provide a characterization of full WCGIs under the constraints |N | ≥ 2 and
|M | ≥ 2. The rest of the cases are considered in Subsection 5.3. Theorems 6 and 7 give a
characterization of full WCGIs using the axiom (S).

Theorem 6. Let |N | ≥ 2, |M | ≥ 2, S = 2M . The game Γ ∈ G(N,M,S) satisfies the axioms
(NN), (RA), and (S) iff there exists an array of positive player weights {wi}i∈N and an array of
resource functions {cj}j∈M , cj : W → R+ ∀j ∈ M, such that in the game Γ for ∀i ∈ N ∀s ∈ Sn

we have

ui(s) =
∑
j∈si

cj

 ∑
r∈Kj(s)

wr


when si ̸= ∅ and ui(s) = 0 when si = ∅.

Theorem 7. Let |N | ≥ 2, |M | ≥ 2, S = 2M . The game Γ ∈ G(N,M,S) satisfies the
axioms (NN), (T), (S), and (IIC) iff there exists an array of positive player weights {wi}i∈N
and an array of resource functions {cj}j∈M , cj : W → R+ ∀j ∈ M, such that in the game Γ for
∀i ∈ N ∀s ∈ Sn we have

ui(s) =
∑
j∈si

cj

 ∑
r∈Kj(s)

wr


when si ̸= ∅ and ui(s) = 0 when si = ∅.
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Proof. It is not hard to check that a game with the specified player payoff functions satisfies
these axioms.

Let Γ satisfy the listed axioms. Then, the existence of player weight and resource functions,
as well as the representability of player payoffs in the game Γ as a WCGI follows from Theorem
6 and Lemma 4. As per the condition, S = 2M and Γ satisfies the axioms (NN), (T), and (IIC).
Then, according to Lemma 4, Γ satisfies (RA). Since Γ satisfies the axioms (NN),(RA), and
(S), then Theorem 6 entails the assertion of the theorem being proved.

Theorems 8 and 9 provide a characterization of full WCGIs using the axiom (RMC).

Theorem 8. Let |N | ≥ 2, |M | ≥ 2, S = 2M . The game Γ ∈ G(N,M,S) satisfies the
axioms (NN), (RA), and (RMC) iff there exists an array of positive player weights {wi}i∈N
and an array of resource functions {cj}j∈M , cj : W → R+ ∀j ∈ M, such that in the game Γ for
∀i ∈ N ∀s ∈ Sn we have

ui(s) =
∑
j∈si

cj

 ∑
r∈Kj(s)

wr

,

when si ̸= ∅ and ui(s) = 0 when si = ∅.

Proof. It is not hard to show that a game with the specified player payoff functions satisfies
these axioms. Theorem 8 follows from Theorem 6 and point 2 of Lemma 5.

Theorem 9. Let |N | ≥ 2, |M | ≥ 2, S = 2M . The game Γ ∈ G(N,M,S) satisfies the axioms
(NN), (T), (RMC), and (IIC) iff there exists an array of positive player weights {wi}i∈N and
an array of resource functions {cj}j∈M , cj : W → R+ ∀j ∈ M, such that in the game Γ for
∀i ∈ N ∀s ∈ Sn we have

ui(s) =
∑
j∈si

cj

 ∑
r∈Kj(s)

wr

,

when si ̸= ∅ and ui(s) = 0 when si = ∅.

Proof. The proof is similar to the proof of Theorem 3. Theorem 9 follows from Theorem 8 and
Lemma 4.

We can conclude from Theorems 4–9 that for symmetric resource functions to exist in
singleton and full WCGs it is necessary and sufficient to satisfy the axiom (S) or (RMC).

5.3 Simple cases of WCGI characterization for small |N | and |M |

Theorem 4 characterizes singleton WCGIs under the conditions |N | ≥ 2, |M | ≥ 3. Let us
examine the cases for the |N | and |M | that are not covered by Theorem 4: 1. |N | = 1; 2.
|N | ≥ 2, |M | = 1; 3. |N | ≥ 2, |M | = 2.
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1. Let N = {1}. Then there exist numbers w1, {cj(w1)}j∈M such that u1(s1) = cs1(w1) ∀s1 ∈
S. For example, w1 = 1, cj(w1) = u1(j) ∀j ∈ M. In this case, it is necessary and sufficient to
satisfy only the axiom (P).

2. Let |N | ≥ 2, S = M = {a}. Then the game Γ has only one strategy profile s =

(a, a, ..., a). It follows from the axiom (S) that ui(s) = uk(s) ∀i, k ∈ N. We can represent
each player’s payoff for the profile s as ui(s) = ca(w1 + w2 + ... + wn), where, for example,
wi = 1 ∀i ∈ N, ca(w1 + w2 + ... + wn) = ca(n) = u1(s). Since Γ satisfies the axiom (P), ca(n)
takes a positive value.

3. Let |N | ≥ 2, |M | = 2. We define players’ weights and resource function values in the same
manner as in the proof of Theorem 4. The difference is that for |M | = 2 the set S(K, j) consists
of a single profile. Hence, the axiom (IIC) is not required for resource function uniqueness.

Theorem 6 characterizes full WCGIs under the conditions |N | ≥ 2, |M | ≥ 2. Let us consider
the cases for the |N | and |M | not covered by Theorem 6: 1. |N | = 1, |M | = 1; 2. |N | =
1, |M | ≥ 2; 3. |N | ≥ 2, |M | = 1.

1. Let N = {1},M = {a}, that is |N | = |M | = 1. Then S = 2M = {∅, {a}}. We can
represent the payoff of player 1 as u1(∅) = 0 and u1({a}) = ca(w1), where w1 = 1, ca(1) =

u1({a}). In this case, it is necessary and sufficient to satisfy only the axiom (NN).
2. Let N = {1}, |M | ≥ 2. Then for positive weights and positive-definite resource functions

to exist it is necessary and sufficient to satisfy the axioms (NN) and (RA). We get that u1({j}) =
cj(w1) ∀j ∈ M and u1(s1) =

∑
j∈s1 cj(w1) =

∑
j∈s1 u1({j}) ∀s1 ∈ 2M , s1 ̸= ∅. Then, for

example, w1 = 1, cj(1) = u1({j}) ∀j ∈ M.

3. Let |N | ≥ 2,M = {a}, S = 2M = {∅, {a}}. We define player weights and the values of
the resource function ca in the same manner as in point 1 of Theorem 6. For the function ca

to be defined uniquely and take positive values it is enough to satisfy the axioms (NN) and
(S). We do not use the axiom (RA) since S = {∅, {a}} does not contain any strategies that
correspond to the choice of two or more resources.

6. Characterization of WCGCs

6.1 Proportion axioms with maximal congestion

This subsection introduces axioms that reflect the proportion properties of player payoffs in
normal-form games. The proportionality principle often occurs in resource allocation problems
(Besner, 2019; Zou et al., 2021). The axioms describe the relationship between player payoffs
for standard profiles and maximal-congestion profiles. We call a profile s ∈ Sn a maximal-
congestion profile if si = sk ∀i, k ∈ N, that is if all players have chosen the same strategy. In
other words, the chosen resources are maximally congested.

Proportional symmetry with maximal congestion (PS). Let Γ ∈ G(N,M,S). For
any different players i, k ∈ N, for any strategy j ∈ S such that ul(j, j, ..., j) ̸= 0 ∀l ∈ N and
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any strategy profile s = (j, j, s−ik) ∈ Sn we have

ui(j, j, s−ik)

ui(j, j, ..., j)
=

uk(j, j, s−ik)

uk(j, j, ..., j)
.

If players have chosen the same strategy j, their payoffs may be different but the relative
payoffs recalculated to a maximal-congestion profile (j, j, ..., j) are equal. The profile (j, j, ..., j)

is characterized by maximal congestion or rivalry. In problems with positive or negative ex-
ternalia, player payoffs for such profiles take the smallest or the greatest values, respectively.
The relative values of player payoffs in the axiom (PS) demonstrate the equality of the players’
shares in relation to the minimal or maximal payoff they can gain when using the strategy j.

Proportion of the maximal-congestion profile (PM). For any two different players
i, k ∈ N and for any two maximal-congestion profiles s = (j, j, ..., j), s′ = (j′, j′, ..., j′) ∈ Sn

such that ui(s
′) ̸= 0, uk(s

′) ̸= 0 we have

ui(s)

ui(s′)
=

uk(s)

uk(s′)
.

For different maximal-congestion profiles the players’ relative payoffs are equal. It is easy
to see that the axioms (PS) and (PM) are a relaxation of (S) axiom, that is (S) ⇒ (PS) and
(S) ⇒ (PM).

In the following, we show that the axioms (PS) and (PM) are involved in the characterization
of WCGCs.

6.2 Characterization theorems

A characterization of singleton WCGCs in the cases |N | ≥ 2, |M | ≥ 3 is given in Theorem 10.
The rest of the cases of |N | and |M | values are considered in Subsection 6.3.

Theorem 10. Let |N | ≥ 2, |M | ≥ 3, S = M. The game Γ ∈ G(N,M,S) satisfies the
axioms (P), (PS), (PM), and (IIC) iff there exists arrays of positive players’ constants and
weights {αi}i∈N , {wi}i∈N and an array of resource functions {cj}j∈M , cj : W → R+ ∀j ∈ M,

such that in the game Γ for ∀i ∈ N ∀s ∈ Sn we have

ui(s) = αi · csi

 ∑
r∈Ksi (s)

wr

.

Since WCGCs are WCGs, the characterization of singleton WCGCs contains the axioms
that characterize singleton WCGs, i.e., (P) and (IIC). Theorem 10 makes it clear that to get
a WCGC it is necessary and sufficient to require that the WCG satisfies the axioms (PS) and
(PM).

A characterization of full WCGCs in the cases |N | ≥ 2, |M | ≥ 2 is given in Theorems 11
and 12. The rest of the cases of |N | and |M | values are considered in Subsection 6.3.
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Theorem 11. Let |N | ≥ 2, |M | ≥ 2, S = 2M . The game Γ ∈ G(N,M,S) satisfies the
axioms (NN), (RA), (PS), and (PM) iff there exists arrays of positive player constants and
weights {αi}i∈N , {wi}i∈N and an array of resource functions {cj}j∈M , cj : W → R+ ∀j ∈ M,

such that in the game Γ for ∀i ∈ N ∀s ∈ Sn we have

ui(s) = αi ·
∑
j∈si

cj

 ∑
r∈Kj(s)

wr


when si ̸= ∅ and ui(s) = 0 when si = ∅.

Theorem 12. Let |N | ≥ 2, |M | ≥ 2, S = 2M . The game Γ ∈ G(N,M,S) satisfies the
axioms (NN), (T), (PS), (PM), and (IIC) iff there exists arrays of positive player constants
and weights {αi}i∈N , {wi}i∈N and an array of resource functions {cj}j∈M , cj : W → R+ ∀j ∈ M,

such that in the game Γ for ∀i ∈ N ∀s ∈ Sn we have

ui(s) = αi ·
∑
j∈si

cj

 ∑
r∈Kj(s)

wr


when si ̸= ∅ and ui(s) = 0 when si = ∅.

Proof. The proof is similar to the proof of Theorem 3. Theorem 12 follows from Theorem 11
and Lemma 4.

A conclusion from Theorems 10–12 is that a WCG is a WCGC iff the WCG satisfies the
axioms (PS) and (PM).

6.3 Simple cases of WCGC characterization for small |N | and |M |

Theorem 10 characterizes singleton WCGCs under the conditions |N | ≥ 2, |M | ≥ 3. Let us
examine the |N | and |M | cases that are not covered by Theorem 10: 1. |N | = 1 or |M | = 1; 2.
|N | = 2, |M | = 2; 3. |N | ≥ 3, |M | = 2.

1. Let |N | ≥ 2,M = {a}. In this case, there exists only one strategy profile (a, a, ..., a) ∈ Sn.

We can represent the payoff of the player i as ui(a, a, ..., a) = αi · ca(w1 +w2 + ...+wn), where
αi = ui(a, a, ..., a), wi = 1 ∀i ∈ N, ca(n) = 1. In this case, it is necessary and sufficient to satisfy
the axiom (P).

Let N = {1}, |M | ≥ 1. In this case, we can represent the payoff of player 1 as u1(s1) =

α1 · cs1(w1) ∀s1 ∈ M, where α1 = 1, w1 = 1, cj(1) = u1(j) ∀j ∈ M. Similarly, satisfying the
axiom (P) is necessary and sufficient here.

We can say that a WCGC, when |N | = 1 or |M | = 1, is characterized by the axiom (P).
2. Let M = {a, b}. We set the values of weights, constants, and resource functions in the

same manner as in point 1 of the proof of Theorem 10, assuming that x = a. We get that
α1 = u1(a, a), α2 = u2(a, a) and, for example, w1 = 1, w2 = 2. The function cb(w1 + w2) takes
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the values u1(b,b)
u1(a,a)

and u2(b,b)
u2(a,a)

, their equality being warranted by the axiom (PM). In the other
cases, the values of the resource functions are defined uniquely. In that event, it is necessary
and sufficient to satisfy only the axioms (P) and (PM).

3. The values of weights, constants, and resource functions are set in the same manner as
in the proof of Theorem 10. The difference is that for |M | = 2 the set S(K, j) consists of a
single profile. Hence, the axiom (IIC) is not required for resource function uniqueness.

Theorem 11 characterizes full WCGCs under the conditions |N | ≥ 2, |M | ≥ 2. Let us
examine the cases for the |N | and |M | that are not covered by Theorem 11: 1. |N | = 1, |M | = 1;
2. |N | = 1, |M | ≥ 2; 3. |N | ≥ 2, |M | = 1.

1. Let N = {1},M = {a}, that is |N | = |M | = 1. Then, S = 2M = {∅, {a}}. We can
represent the payoff of player 1 as u1(∅) = 0 and u1({a}) = α1 · ca(w1), where α1 = 1, w1 =

1, ca(1) = u1({a}). In that event, it is necessary and sufficient to satisfy the axiom (NN).
2. Let N = {1}, |M | ≥ 2, S = 2M . Here, the necessary and sufficient axioms for the existence

of positive weights and positive-definite resource functions are (NN) and (RA). We find that
u1({j}) = α1 · cj(w1) ∀j ∈ M and u1(s1) = α1 ·

∑
j∈s1 cj(w1) =

∑
j∈s1 u1({j}) ∀s1 ∈ 2M , s1 ̸= ∅.

Then, for example, α1 = 1, w1 = 1, cj(1) = u1({j}) ∀j ∈ M.

3. Let |N | ≥ 2,M = {a}, S = 2M = {∅, {a}}. We define player weights and the value of the
resource function ca in the same manner as in point 1 of the proof of Theorem 11, assuming
that x = a. We get that αi = ui({a}, {a}, ..., {a}) ∀i ∈ N . For the function ca to be defined
uniquely and to take positive values it is necessary and sufficient to satisfy the axioms (NN) and
(PS). The axiom (PM) is unnecessary since there exists the only non-empty maximal-congestion
profile ({a}, {a}, ..., {a}).

7. Conclusion

The results obtained on the characterization of WCGs help us determine the conditions under
which WCGs can be applied to model problems with a congestion effect. It is enough to check
a number of axioms to make sure that for players there exist weights and for resources there
exist resource functions such that player payoffs in a normal-form game can be represented as
player payoff functions in a WCG.
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Appendix

Proof of Theorem 1. It is not hard to check that a game with the specified players’ payoff
functions satisfies (P) and (IIC) axioms.

Let the game Γ satisfy (P) and (IIC). We will demonstrate that there exist positive weights
of players and positive-definite resource functions such that each player’s payoff has the specified
form. Let us break the proof down into 3 points.

1. Definition of weights and resource functions. Let us set the positive numbers w1, w2, ..., wn

so that
∑

r∈K1
wr ̸=

∑
r∈K2

wr ∀K1, K2 ⊆ N,K1 ̸= K2. In other words, all components of the
vector

(∑
r∈K wr

)
K⊆N
K ̸=∅

are pairwise different.

Let K ⊆ N,K ̸= ∅, j ∈ M. We denote as S(K, j) a set that consists of the strategy profiles
for which only players of the set K have chosen the resource j. Formally,

S(K, j) = {(s1, s2, ..., sn)|si = j ∀i ∈ K and si ̸= j ∀i ∈ N \K}.

Since |M | ≥ 3, the set S(K, j) consists of at least two strategy profiles.
Let us for each player i ∈ N, for each resource j ∈ M and for each coalition K ⊆ N, i ∈ K

set the value of the resource function cij as follows,

cij

(∑
r∈K

wr

)
= ui(s(K, j)) ∀s(K, j) ∈ S(K, j).

It follows from (P) that the values of players’ payoff functions are positive. Hence, the
resource functions also take positive values.

2. Uniqueness of resource functions. Let us demonstrate that the function cij is defined
uniquely for each pair (i, j) ∈ N × M . Since all components of the vector

(∑
r∈K wr

)
K⊆N
K ̸=∅

are pairwise different, we do not get a constraint on the resource function cij for the different
coalitions K1 and K2, that is the numbers cij

(∑
r∈K1

wr

)
and cij

(∑
r∈K2

wr

)
for K1 ̸= K2 can

be either equal or not equal to each other.
For the function cij to be defined uniquely it is sufficient that for each coalition K ⊆ N,K ̸=

∅ and for each i ∈ K the following equality is satisfied:

ui(s(K, j)) = ui(s
′(K, j)) ∀s(K, j), s′(K, j) ∈ S(K, j).

Such an equality follows from (IIC). Indeed, according to the axiom (IIC), we can replace
the strategies of players from the coalition N \ K in the profile s′(K, j) with corresponding
players’ strategies in the profile s(K, j) without inducing a change in the payoff of each player
in the coalition K. Hence, the resource function cij for each pair (i, j) ∈ N × M is defined
uniquely.

3. Representation of players’ payoffs. We have defined the values of players’ weights and
the values of resource functions. We can represent the payoff ui(s) as ui(s(Ksi(s), si)), where
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s = s(Ksi(s), si) ∈ S(Ksi(s), si). Then, for ∀i ∈ N ∀s ∈ Sn we have

ui(s) = ui(s(Ksi(s), si)) = cisi

 ∑
r∈Ksi (s)

wr

,

Q.E.D.

Proof of Theorem 2. It is not hard to check that a game with the specified players’ payoff
functions satisfies (NN) and (RA) axioms.

Let Γ satisfy (NN) and (RA). We will demonstrate that there exist positive players’ weights
and positive-definite resource functions such that the players’ payoffs have the specified form.
Let us break the proof down into 3 points.

1. Definition of weights and resource functions. For K ⊆ N,K ̸= ∅, j ∈ M we denote as
s(K, j) the strategy profile in which players of the coalition K have chosen the strategy {j},
and the rest of the players have not chosen any resource, that is chose the ∅ strategy. Formally,
s(K, j) = (s1(K, j), s2(K, j), ..., sn(K, j)), where ∀i ∈ N :

si(K, j) =

{
{j}, i ∈ K;

∅, i /∈ K.

Let us set the positive numbers w1, w2, ..., wn so that
∑

r∈K1
wr ̸=

∑
r∈K2

wr ∀K1, K2 ⊆
N,K1 ̸= K2. In other words, all components of the vector

(∑
r∈K wr

)
K⊆N
K ̸=∅

are pairwise different.

For ∀i ∈ N ∀K ⊆ N such that i ∈ K and ∀j ∈ M we define the values of the resource
function cij as follows:

cij

(∑
r∈K

wr

)
= ui(s(K, j)).

2. Uniqueness of resource functions. Let us demonstrate that for each pair (i, j) ∈ N ×M

the function cij is defined uniquely. Since all components of the vector
(∑

r∈K wr

)
K⊆N
K ̸=∅

are

pairwise different, we do not get a constraint on the resource function cij for the different
coalitions K1 and K2. Hence, the resource functions are defined uniquely.

It follows from (NN) that ui(s(K, j)) > 0 ∀K ⊆ N,K ̸= ∅,∀i ∈ K, ∀j ∈ M. Hence, the
resource functions take positive values.

3. Representation of players’ payoffs. We have defined the values of players’ weights and
the values of resource functions. Let us demonstrate that the players’ payoff functions can be
represented in the specified form.

Let s = (si, s−i) ∈ Sn. If si = ∅, then it follows from (NN) that ui(s) = 0. If si ̸= ∅, then
using point 2 of Lemma 1 we can transform ui(s) ∀i ∈ N ∀s ∈ Sn as follows:

ui(s) =
∑
j∈si

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}) =
∑
j∈si

ui

(
s(Kj(s), j)

)
=
∑
j∈si

cij

 ∑
r∈Kj(s)

wr

,
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Q.E.D.

Proof of Lemma 1. 1. Let ui(s) have the specified form. Let’s show that the game Γ satisfies
(RA). We denote s = (sk, s−k) ∈ Sn, s′ = (s′k, s

′
−k) ∈ Sn, s′′ = (s′′k, s

′′
−k) ∈ Sn, where sk =

s′k ∪ s′′k ∀k ∈ N and (∪n
k=1s

′
k) ∩ (∪n

k=1s
′′
k) = ∅. Then,

ui(s) =
∑

j∈ ∪
k∈N

sk

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j})

=
∑

j∈ ∪
k∈N

s′k

ui(s
′
1∩{j}, s′2∩{j}, ..., s′n∩{j})+

∑
j∈ ∪

k∈N
s′′k

ui(s
′′
1∩{j}, s′′2∩{j}, ..., s′′n∩{j}) = ui(s

′)+ui(s
′′).

Therefore, Γ satisfies (RA).
Let Γ satisfy (RA). Let’s show that the payoff ui(s) has the specified form. For the profile

s ∈ Sn, we can separate the selected resources individually. Let ∪k∈Nsk = {j, j′, ...}, then

ui(s) = ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}) + ui(s1 \ {j}, s2 \ {j}, ..., sn \ {j})

= ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}) + ui(s1 ∩ {j′}, s2 ∩ {j′}, ..., sn ∩ {j′})

+ui(s1 \ {j, j′}, s2 \ {j, j′}, ..., sn \ {j, j′}) = ... =
∑

j∈ ∪
k∈N

sk

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}).

2. Since Γ satisfies (NN), then ui(∅, s−i) = 0. Therefore, ui(si ∩ {j}, s−i) = ui(∅, s−i) = 0,

where j /∈ si. Therefore, since the game Γ satisfies (RA), using the first point of the lemma, we
can write down and simplify the player’s winnings i as follows,

ui(s) =
∑

j∈ ∪
k∈N

sk

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}) =
∑
j∈si

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j})

+
∑

j∈ ∪
k∈N

sk\si

ui(s1∩{j}, ..., si−1∩{j}, ∅, si+1∩{j}, ..., sn∩{j}) =
∑
j∈si

ui(s1∩{j}, s2∩{j}, ..., sn∩{j}),

Q. E. D.

Proof of Lemma 2. If si = ∅, then it follows from (NN) that ui(s) = 0. Let si = {j1, j2, ..., j|si|}.
According to axiom (T), we have

ui({j1}, s−i) + ui({j2, j3, ..., j|si|}, s−i) = ui(si, s−i) + ui({j1} ∩ {j2, j3, ..., j|si|}, s−i).

Since Γ satisfies (NN), then ui({j1} ∩ {j2, j3, ..., j|si|}, s−i) = ui(∅, s−i) = 0 and we can
represent the above written equality as follows,

ui(si, s−i) = ui({j1}, s−i) + ui({j2, j3, ..., j|si|}, s−i).
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Applying similar reasoning to ui({j2, j3, ..., j|si|}, s−i), we can separate resources individually,

ui(si, s−i) = ui({j1}, s−i) + ui({j2, j3, ..., j|si|}, s−i)

= ui({j1}, s−i) + ui({j2}, s−i) + ui({j3, ..., j|si|}, s−i) = ... =
∑
j∈si

ui({j}, s−i),

Q. E. D.

Proof of Lemma 3. Since Γ satisfies (T), then

ui({j}, {j}, s−ik) + ui({j}, sk \ {j}, s−ik) = ui({j}, sk, s−ik) + ui({j}, (sk \ {j}) ∩ {j}, s−ik)

⇔ ui({j}, {j}, s−ik) + ui({j}, sk \ {j}, s−ik) = ui({j}, sk, s−ik) + ui({j}, ∅, s−ik).

Since Γ satisfies (IIC) and since j /∈ sk \ {j}, j /∈ ∅, then ui({j}, ∅, s−ik) = ui({j}, sk \
{j}, s−ik). Therefore, reducing the identical terms ui({j}, ∅, s−ik) and ui({j}, sk \ {j}, s−ik) in
the above equation, we get the equality ui({j}, {j}, s−ik) = ui({j}, sk, s−ik),

Q.E.D.

Proof of Lemma 4. Since Γ satisfies (NN) and (T), then by Lemma 2 we can represent the
payoff of player i as

ui(s) = ui(si, s−i) =
∑
j∈si

ui({j}, s−i) ∀s ∈ Sn.

Let sk be the strategy of the player k ̸= i in the profile of s. If j /∈ sk, then according to
axiom (II), the player’s winnings i will not change if we replace the strategy sk with ∅, since
{j} ∩ sk = ∅, {j} ∩ ∅ = ∅. Then we can provide ui({j}, s−i) as

ui({j}, s−i) = ui({j}, s̃−i),

where s̃ = ({j}, s̃−i) is a strategy profile whose components have the form

s̃k =

{
sk, sk ∩ {j} = {j},
∅, sk ∩ {j} = ∅.

∀k ∈ N.

Let Kj(s̃) = {i}. Then in the profile s̃ all players except player i have chosen the strategy
∅ and we can write down the equality

ui({j}, s−i) = ui({j}, s̃−i) = ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}).

Let Kj(s̃) ̸= {i}. Then ∀k ∈ Kj(s̃), k ̸= i by Lemma 3 we have the equality

ui({j}, s̃k, s̃−ik) = ui({j}, {j}, s̃−ik).

Therefore, for all players from the set Kj(s̃) in the profile s̃, we can delete resources that
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are not equal to j and the payoff of player i will not change, that is

ui({j}, s−i) = ui({j}, s̃−i) = ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}).

Substituting the values ui({j}, s−i) = ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}) into the equality
ui(si, s−i) =

∑
j∈si ui({j}, s−i), we get

ui(s) =
∑
j∈si

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}).

It follows from (NN) that ui(si ∩ {j}, s−i) = 0, if j /∈ si. Therefore, we can add zero terms
to the right side of the above equality and get equality

ui(s) =
∑

j∈ ∪
k∈N

sk

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}) ∀i ∈ N ∀s ∈ Sn.

Then, it follows from the first point of Lemma 1 that Γ satisfies (RA).
Q. E. D.

Proof of Lemma 5. 1. If si = sk = ∅, then it follows from (NN) that ui(s) = 0 = uk(s). If
si = sk = {j}, then the equality

ui({j}, {j}, s−ik)− ui(∅, {j}, s−ik) = uk({j}, {j}, s−ik)− uk({j}, ∅, s−ik)

follows from (RMC). From (NN) we have ui(∅, {j}, s−ik) = 0 = uk({j}, ∅, s−ik). Removing the
zero terms in the above equation for the axiom (RMC), we get that ui(s) = uk(s).

2. Consider various arbitrary players i, k ∈ N and an arbitrary profile s ∈ Sn, for which
si = sk. Since S = M ∪ {∅},then si = sk = ∅ or si = sk = j, where j ∈ M. Since Γ satisfies
(NN) and (RMC), then according to the first here we have ui(s) = uk(s). Since equality holds
for any various different players i, k who have chosen the same strategies in an arbitrary profile
s, then (S) holds,

Q. E. D.

Proof of Theorem 4. It is not hard to check that a game with the specified players’ payoff
functions satisfies (P), (S) and (IIC) axioms.

Let the game Γ satisfy (P), (S) and (IIC). We will demonstrate that there exist positive
players’ weights and positive-definite resource functions such that each player’s payoff has the
specified form. Let us break the proof down into 3 points.

1. Definition of weights and resource functions. We set the players’ weights and define the
set S(K, j) in the same manner as in point 1 of the proof of Theorem 1.

25



Let us set ∀K ⊆ N,K ̸= ∅ ∀j ∈ M the values of resource functions,

cj

(∑
r∈K

wr

)
= ui(s(K, j)),∀i ∈ K ∀s(K, j) ∈ S(K, j).

It follows from (P) that the values of players’ payoff functions are positive. Hence, the
resource functions also take positive values.

2. Uniqueness of resource functions. We will demonstrate that the function cj is defined
uniquely for each j ∈ M . Since all components of the vector

(∑
r∈K wr

)
K⊆N
K ̸=∅

are pairwise

different, we do not get a constraint on the resource function cj for the different coalitions K1

and K2, that is the numbers cj
(∑

r∈K1
wr

)
and cj

(∑
r∈K2

wr

)
for K1 ̸= K2 can be either equal

or not equal to each other.
For the function cj to be defined uniquely it is enough to satisfy the equality

ui(s(K, j)) = uk(s
′(K, j)) ∀i, k ∈ K ∀s(K, j), s′(K, j) ∈ S(K, j). (1)

Let us demonstrate that this equality is satisfied. According to (IIC) axiom, we can replace
the strategies of players from the coalition N \K in the profile s′(K, j) with the corresponding
strategies of players in the profile s(K, j) without inducing a change in the payoff of each player
of the coalition K, that is

ui(s
′(K, j)) = ui(s(K, j)) ∀i ∈ K.

Since the players i, k ∈ K have chosen the same strategy j in the profile s(K, j), (S) axiom
warrants the equality ui(s(K, j)) = uk(s(K, j)). Hence, (1) is satisfied, wherefore for each j ∈ M

the function cj is defined uniquely.
3. Representation of players’ payoffs. We have defined the values of players’ weights and re-

source functions. We can represent the payoff ui(s) as ui(s(Ksi(s), si)), where s = s(Ksi(s), si) ∈
S(Ksi(s), si). Then, ∀i ∈ N ∀s ∈ Sn we have

ui(s) = ui(s(Ksi(s), si)) = csi

 ∑
r∈Ksi (s)

wr

 ,

Q.E.D.

Proof of Theorem 6. It is not hard to check that a game with the specified players’ payoff
functions satisfies (NN), (RA), and (S) axioms.

Let Γ satisfy (NN), (RA), and (S). We will demonstrate that there exist positive players’
weights and positive-definite resource functions such that the players’ payoffs have the specified
form. Let us break the proof down into 3 points.

1. Definition of weights and resource functions. We set the players’ weights and define the
profile s(K, j) in the same manner as in point 1 of the proof of Theorem 2.
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For ∀K ⊆ N,K ̸= ∅,∀j ∈ M we define the values of the resource function cj as follows:

cj

(∑
r∈K

wr

)
= ui(s(K, j)) ∀i ∈ K.

2. Uniqueness of resource functions. We will demonstrate that the function cj is uniquely
defined for each j ∈ M . Since all components of the vector

(∑
r∈K wr

)
K⊆N
K ̸=∅

are pairwise

different, we do not get a constraint on the resource function cj for the different coalitions K1

and K2. For the function cj to be defined uniquely it is enough to satisfy the equality

ui(s(K, j)) = uk(s(K, j)) ∀i, k ∈ K,

which follows from (S) axiom.
It follows from (NN) that ui(s(K, j)) > 0 ∀K ⊆ N,K ̸= ∅,∀i ∈ K, ∀j ∈ M. Hence, the

resource functions take positive values.
3. Representation of players’ payoffs. We have defined the values of players’ weights and

the values of resource functions. Let us demonstrate that the players’ payoff functions can be
represented in the specified form.

Let s = (si, s−i) ∈ Sn. If si = ∅, then it follows from (NN) that ui(s) = 0. If si ̸= ∅, then
using point 2 of Lemma 1 we can transform ui(s) ∀i ∈ N ∀s ∈ Sn as follows:

ui(s) =
∑
j∈si

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}) =
∑
j∈si

ui

(
s(Kj(s), j)

)
=
∑
j∈si

cj

 ∑
r∈Kj(s)

wr

 ,

Q.E.D.

Proof of Theorem 10. It is not hard to demonstrate that the specified players’ payoff functions
satisfy the listed axioms.

Let the game Γ satisfy (P), (PS), (PM), and (IIC). We will demonstrate that there exist
arrays of positive constants and players’ weights as well as an array of resource functions such
that the payoffs of players in the game Γ can be represented in the specified form. The proof
is broken down into three points.

1. Definition of weights, constants, and resource functions. We set the values of the weights
w1, w2, ..., wn and define the set S(K, j) in the same manner as in point 1 of the proof of
Theorem 1.

Let us fix an arbitrary resource x ∈ M. We set cx
(∑

r∈N wr

)
= 1. Then, ui(x, x, ..., x) = αi ·

cx
(∑

r∈N wr

)
= αi. Hence, αi = ui(x, x, ..., x). It follows from (P) that ui(x, x, ..., x) > 0 ∀i ∈ N,

wherefore αi > 0 ∀i ∈ N. Let us set

cj

(∑
r∈K

wr

)
=

ui(s(K, j))

ui(x, x, ..., x)
,∀K ⊆ N ∀i ∈ K ∀s(K, j) ∈ S(K, j).
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2. Uniqueness of resource functions. Let us demonstrate that for each j ∈ M the resource
function cj is defined uniquely. Since all components of the vector

(∑
r∈K wr

)
K⊆N
K ̸=∅

are pairwise

different, we do not get a constraint on the resource function cj for the different coalitions K1

and K2, because the values of the function cj with different arguments can be either equal or
not equal to each other.

For the function cj to be defined uniquely it is enough to satisfy the proportion

ui(s(K, j))

ui(x, x, ..., x)
=

uk(s
′(K, j))

uk(x, x, ..., x)
∀i, k ∈ K ∀s(K, j), s′(K, j) ∈ S(K, j). (2)

Let us demonstrate that this equality is satisfied. According to (IIC) axiom, we can replace
the strategies of players from the coalition N \K in the profile s′(K, j) with the corresponding
strategies of players in the profile s(K, j) without inducing a change in the payoff of the player
i, that is

ui(s
′(K, j)) = ui(s(K, j)) ∀i ∈ K.

In (2), we substitute uk(s
′(K, j)) with the number uk(s(K, j)) and transform the proportion

as follows,
ui(s(K, j))

ui(j, j, ..., j)
· ui(j, j, ..., j)

ui(x, x, ..., x)
=

uk(s(K, j))

uk(j, j, ..., j)
· uk(j, j, ..., j)

uk(x, x, ..., x)
.

It follows from (PS) and (PM) that

ui(s(K, j))

ui(j, j, ..., j)
=

uk(s(K, j))

uk(j, j, ..., j)
and

ui(j, j, ..., j)

ui(x, x, ..., x)
=

uk(j, j, ..., j)

uk(x, x, ..., x)
,

respectively. Hence, (2) is true. This means that the resource functions are defined uniquely.
It follows from (P) that the values of players’ payoff functions are positive, wherefore the
resource functions also take positive values.

3. Representation of players’ payoffs. We have defined the constants and players’ weights as
well as the values of resource functions. We can represent the payoff ui(s) as ui(s(Ksi(s), si)),

where s(Ksi(s), si) ∈ S(Ksi(s), si) and use the equality cj
(∑

r∈K wr

)
= ui(s(K,j))

ui(x,x,...,x)
to express

ui(s(K, j)). Then, ∀i ∈ N ∀s ∈ Sn we have

ui(s) = ui(s(Ksi(s), si)) = ui(x, x, ..., x) · csi

 ∑
r∈Ksi (s)

wr

 = αi · csi

 ∑
r∈Ksi (s)

wr

 ,

Q.E.D.

Proof of Theorem 11. It is not hard to demonstrate that the specified payoff functions satisfy
the listed axioms.

Let Γ satisfy (NN), (RA), (PS), and (PM). Let us demonstrate that there exist arrays of
positive constants and players’ weights as well as an array of resource functions such that the
payoffs of players in the game Γ can be represented in the specified form. We will break the
proof down into 3 points.
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1. Definition of weights, constants, and resource functions. We set the weight values
w1, w2, ..., wn and define the profile s(K, j) in the same manner as in point 1 of the proof
of Theorem 2.

Let us fix an arbitrary resource x ∈ M. We set cx
(∑

r∈N wr

)
= 1. Then ui(x, x, ..., x) =

αi · cx
(∑

r∈N wr

)
= αi. Hence, αi = ui(x, x, ..., x). It follows from (NN) that ui(x, x, ..., x) >

0 ∀i ∈ N, wherefore αi > 0 ∀i ∈ N.

For ∀K ⊆ N,K ̸= ∅,∀j ∈ M we define the values of the function cj as follows,

cj

(∑
r∈K

wr

)
=

ui(s(K, j))

ui(x, x, ..., x)
, ∀i ∈ K.

2. Uniqueness of resource functions. Let us demonstrate that the function cj for each j ∈ M

is defined uniquely. For that to be true it is enough that the following equality is satisfied

ui(s(K, j))

ui(x, x, ..., x)
=

uk(s(K, j))

uk(x, x, ..., x)
∀i, k ∈ K. (3)

Let us demonstrate that (3) is satisfied. We rewrite the above proportion in the form

ui(s(K, j))

ui(j, j, ..., j)
· ui(j, j, ..., j)

ui(x, x, ..., x)
=

uk(s(K, j))

uk(j, j, ..., j)
· uk(j, j, ..., j)

uk(x, x, ..., x)
∀i, k ∈ K.

It follows from (PS) and (PM) that

ui(s(K, j))

ui(j, j, ..., j)
=

uk(s(K, j))

uk(j, j, ..., j)
and

ui(j, j, ..., j)

ui(x, x, ..., x)
=

uk(j, j, ..., j)

uk(x, x, ..., x)
,

respectively. Hence, (3) is true, that is the function cj is defined uniquely for each j ∈ M.

Considering the explicit form of the resource functions, it follows from (NN) that the resource
functions take positive values.

3. Representation of players’ payoffs. We have defined the constants and players’ weights
and the values of resource functions. Let us demonstrate that the players’ payoff functions can
be represented in the specified form.

Let s = (si, s−i) ∈ Sn. If si = ∅, then it follows from (NN) that ui(s) = 0. If si ̸= ∅, then
considering the equality

ui(s(j,K)) = ui(x, x, ..., x) · cj

(∑
r∈K

wr

)
= αi · cj

(∑
r∈K

wr

)
∀i ∈ N ∀j ∈ M ∀K ⊆ N,K ̸= ∅

and using point 2 of Lemma 1 we can transform ui(s) ∀i ∈ N ∀s ∈ Sn as follows,

ui(s) =
∑
j∈si

ui(s1 ∩ {j}, s2 ∩ {j}, ..., sn ∩ {j}) =
∑
j∈si

ui

(
s(j,Kj(s))

)

29



=
∑
j∈si

αi · cj

 ∑
r∈Kj(s)

wr

 = αi ·
∑
j∈si

cj

 ∑
r∈Kj(s)

wr

 ,

Q.E.D.
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